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as taking Ofcom’s existing activity and commitments as read and providing emphasis and/or 

stretching objectives on top of that, not instead of it. 

 

Priority 1: Safety by Design 

12. Safety by design is a really important principle and one which is front and centre in the Act, in 

section 1. We are very pleased that the Secretary of State has  made this a priority for Ofcom in 

the next five years, particularly in the context of the pressures from a number of fronts at 

present to push for bans to deal with harms to children - whether bans for smartphones, or bans 

for access to social media. Neither phones nor social media are intrinsically bad but the design 

choices that are made by their developers and manufacturers can make the experience of users - 

whether adults or children - more or less safe. Focusing on safety by design - particularly while 

the Secretary of State waits for the evidence from the new review of the evidence of the harms 

from smartphones and screen time - is a vital way forward in delivering a safer experience for all.  

 

13. Despite claims in Ofcom’s recent press release, there is no meaningful “safety by design” 

approach inherent in the illegal harms codes and no changes have been made to codes (which 

do not once mention “safety by design”) since we flagged this issue in our consultation response 

and, subsequently, in a number of detailed meetings with Ofcom on the same topic. So to ensure 

that Ofcom understands what the Secretary of State is asking for, we would recommend that the 

material on safety by design is more clearly structured, starting with a clear statement as to 

what safety by design should mean.  Currently, this discussion arrives at 1.4 but the discussion 

there does not necessarily create a coherent set of expectations for Ofcom, nor is there a clear 

definition. For example, does it include product testing and what the expectations around that 

are? The expectation that “proportionate safety by design principles” should be embedded is 

not clear either: is this relating to principles being embedded in product development processes 

or within the product itself? (Please see the discussion on this in the recent paper from Professor 

Woods; we would also remind DSIT, as we have frequently reminded Ofcom, that its predecessor 

department, DCMS, produced a set of safety by design principles in 2021, which - without 

explanation - do not seem to be in use any more.)  
 

14.  There are some overlaps in the statement with regard to safety by design and other 

expectations which are relevant but separate; for example, on user empowerment tools (eg 

paragraph 1.4) or the adoption of safety tech as a means to mitigate harms that are already 

present, rather than to design them out from the outset. These distinctions and connections 

should be recognised; for example, it should be clear that user empowerment tools (though a 

good thing in and of themselves) are not a substitute for safety by design. This then links in to 

3.1 (p 20) and the expectation that new tech is safe for users. 

 

15. More specifically, given that the orientation towards services that are safe by design is given no 

separate implementation in the Online Safety Act, it seems that the risk assessment and safety 

duties are the means to achieve this goal. It would therefore be helpful to see a stronger link 

between the idea of safety by design and the general mitigation duties (both U2U and search 

as well as illegal content and harmful to children), especially s 10(2)(b) and (c), s12(2), s 27(2) 

and (3) and s 29(2). Further, proactive duties are not just about finding examples of content and 
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