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Summary: We encourage Ofcom to shi5 its approach to regula8ng online pla9orms from the current “risk 
management” approach to a “product assured safety management” approach. In this white paper, we 
explain why this change would represent more than just a subtle seman8c shi5. In fact, it would posi8on 
Ofcom to encourage safety, rather than respond to risk, and to stop problems before they emerge, rather 
than cleaning them up a5erwards. We assert that this approach would significantly improve Ofcom’s 
regulatory effec8veness and certainty, reduce costs and uncertainty for industry, and also result in improved 
safety and performance in the online realm for all par8cipants – in other words, a regulatory hat-trick.  
 
Background: Almost a half-century ago, the Health and 
Safety at Work etc Act 1974 (HSWA74) came into force a5er 
the Aberfan disaster of October 1966, in which 116 children 
and 28 adults were buried alive in a collapsing coal slag 
heap. Then as now, with the Royal Assent of the Online 
Safety Act, the Bri8sh government adopted legisla8on that 
was intended to retroac8vely regulate a set of products already in wide commercial use, and that it had 
come to realize had poten8ally deadly safety risks for the public. Regulators tasked with enforcing HSWA74 
equipped Health & Safety Inspectors with codes of prac8ce for machine safety, which set standards for how 
good safety devices and machines operated. Knowing and responding to harms was not enough, inspectors 
needed to understand how to direct manufacturers to develop machinery that did not harm people in the 
first place. This implicitly required a prac8cal understanding of what safe design would look like. Importantly, 
safe design does not mean an absence of danger. Rather, it means that each product must be evaluated as 
“fit for purpose” when properly in use. For example: a factory tool for cu^ng aluminum sheets will 
inevitably pose certain dangers, and therefore must be designed with certain requirements and user 
regula8ons to best ensure the safety of the user. As another example, automobiles will inevitably be 
involved in accidents, but regula8ons require things like seat belts, air bags, an8lock brakes, and collision-
warnings systems to both prevent harm arising and to reduce the consequences of those accidents.   
 

The Challenge: When HSWA74 was adopted, both 
workplaces and products tended to be compact 
physically and to operate as independent units, with 
li`le joining them together. In 2023, the challenge is to regulate ac8vity in cyberspace, a borderless and 
massively interconnected space that is far more complex to assess and address than a tradi8onal brick-and 
-mortar factory, in par8cular since the UK is but a small part of that global online space. Un8l now, tech 
companies have been permi`ed to release products into the global market in a near absence of regulatory 
standards, and also have been allowed to more or less define for themselves what “good enough” looks like 
in addressing harm on their pla9orms. Now it is incumbent on Ofcom to figure out how to regulate both 
large and small tech companies whose pla9orms are available for use in the UK. Although enforcement 
challenges exist, the same safety management approach to regula8ng a factory or physical device can – and 
should – be applied to regula8ng Internet pla9orms.  We assert that a product assured safety management 
regime will do more to reduce risks to users than a regime that simply produces regular reports on risks.   
 
The Solu8on: We propose a purpose-to-outcome “Lighthouse” model for evalua8ng online products. 
Under this model regulators would implement a mul8-step process to iden8fy the Purpose of each product, 
and determine whether or not it achieved that Purpose. Regulators would determine that each product was 
“fit for purpose” (FFP) and “safe” (S), with risk management becoming a part of the process, not the process 
itself. It’s important to recognize that “Safe” is a state that comes from a product or service being BOTH fit 
for purpose AND not causing damage to people, property, or environment when properly in use.  A product 
or service can be FFP and not entirely Safe. A product or service cannot be Safe, if is not FFP. 

HSWA74 has as its objec8ve: “securing 
the health, safety and welfare of persons 
at work, [and] protec8ng others against 
risks to health or safety in connec8on 
with the ac8vi8es of persons at work …. ” 

OSA2023 has as its objec8ve: “making the UK 
the safest place in the world to be online. ” 
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that safety requirements cascade and/or radiate throughout every facet of the design, manufacture, and 
operation. Ofcom could regulate tech companies to operate under a Code of Conduct for designing new 
products, se^ng standards and expecta8ons for products to meet their purpose (a bit like a car brake 
performance check), protect users from harmful and illegal content, and iden8fy steps tech companies 
could implement to prevent illicit actors and predators from abusing their product(s). A key aspect of this 
process would require so5ware engineers who design these products to be educated in compliance, and to 
receive rou8ne training to maintain up-to-date knowledge and reports about the ways that illicit and malign 
actors and predators use and abuse online services.   Engineers would be required to return to the ques8on 
of “does product meet purpose” a5er any new build or remedial work occurs.  
 
6. Risk Assessment: Virtually any product – be it in the physical world or in cyberspace – bears some risk. 
The risk assessment aspect of the regulatory process is aimed at ensuring that uncontrollable external 
factors do not de-stabilise the core func8ons and purpose of the product. As each product will be slightly 
dis8nct, companies must create a unique risk evalua8on matrix (that expresses the company’s tolerance for 
risk) for each new product released onto the market, just as is the case for manufacturers of automobiles, 
medical devices, and other technologies. In the digital age, it is especially important that manufacturers of 
online products consider the various ways their products may be prone to being repurposed for malicious 
intent. While crea8ng unique risk assessments for every online product already on the market will no doubt 
create a significant workload for Ofcom at the outset, it will also assist regulators to iden8fy the difference 
between low-, medium-, and high-risk 
products, and will pave the way for more 
streamlined evalua8on processes in the 
future. Importantly, just as Health & Safety 
regulators who enforce HSWA74 must 
evaluate risks inside and outside factories, 
any risk evalua8on of online pla9orms must 
examine unintended consequences, both 
good and bad, occurring both on and off the 
pla9orms being assessed.  
 
Propor8onate Measures: OSA2023 currently provides an incoherent definition of how it will enforce 
‘proportionate measures’ (Vol 3 and Annex 10) depending on the size of a platform. We assess that 
measures should be proportionate to the risk taken and harm caused, not to the size of the platform.  The 
UK’s Health & Safety Execu8ve has a long history of conducting Impact Assessments and Cost Benefit 
Analyses to ensure that the cost of mitigation is not disproportionate to the benefit of risks that do not 
require to be absolutely controlled. This model could also be repurposed for the online realm.  
 
Typologies: There are important parallels between regulating tech and the way in which the banking 
industry is regulated. As with Internet platforms, banking services are mainly provided by large companies 
serving millions of users around the globe. Those users have reasonable rights to privacy, although it’s 
widely accepted that bank services have been abused for illicit purposes, such as money laundering and 
fraud. Banks are therefore legally required to monitor their systems for illicit conduct and report suspicious 
activity to law enforcement. To comply with user privacy regulations, banks and law enforcement have 
developed “typology reports” as a way to share information. Typology reports describe methods and 
patterns of criminal actors, and can be updated regularly to keep compliance teams up to date. Banks utilize 
these reports to search for illicit activity within their systems, and reduce their exposure to criminal activity. 
ACCO has proposed that similar reports could be produced, perhaps in collaboration with law enforcement 
and civil society groups, to respond to and reduce illicit activity on the surface web.  

When Your Safety Becomes My Danger: One of the most 
challenging aspects for Ofcom will be regula8ng products 
and services, chiefly E2EE and disappearing content, that 
may be favored by some cons8tuencies for safety reasons, 
but which also create dangers for other groups. There is 
no one-size-fits-all solu8on to this dilemma, although we 
assess that regula8ons must always be geared towards 
protec8ng the most vulnerable cons8tuencies.   
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Enforcement & Ra8ngs: Ofcom has a huge regulatory task ahead, and enforcing UK laws on pla9orms 
operated from outside its territory will be a challenge. Britain may elect to ban certain risky services, but 
technologies like VPNs and satellite Internet services will provide easy work-arounds for sophis8cated users. 
In order to protect vulnerable cons8tuencies, in par8cular children, it may be useful to create a ra8ngs 
system, similar to those applied to film and music, so that parents can easily evaluate rela8ve pla9orm risks.  
It may also be advisable to require the produc8on of online safety devices that would be inserted at system 
level to inhibit work-arounds. 
 
Conclusion: By creating a common thread that stitches together the design, manufacture, testing, and 
evaluation of online products, companies and regulators alike will be able to reduce harmful outcomes, 
and more quickly identify what “good” looks like. Implementing a purpose-to-outcome process will also 
illuminate circumstances when the thread is broken or missing, making it easier for regulators and the 
private sector alike to target action before any harm can escalate out of control. We urge you to consider 
this approach, which we believe will significantly improve Ofcom’s regulatory effec8veness, increase the 
certainty that products are u8lized as intended, and even reduce costs for industry, while improving safety 
condi8ons in cyberspace for all Bri8sh Internet users. We’d be delighted to help you design and execute a 
plan to implement it.  
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